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Section 1

INTRODUCTION

The Denial of Service Attack Assessment (DOSAA) project, funded by the Fault-
Tolerant Network (FTN) program, has modeled and validated five denial of service (DoS) attacks:

a. Octopus
b. Address Resolution Protocol (ARP) Cache Poison

c. Transmission Control Protocol (TCP) SYN Flood [Distributed Denial of Service
(DDoS)]

d. Snork

e. User Datagram Protocol (UDP) Storm
These attack models were executed against a validated model of a target network whose
architecture and stochastic behavior was varied for the analysis. OPNET Modeler, a commercial

communications network modeling and simulation package, was used to support model
development.



Section 2

BACKGROUND

2.1 ATTACK MODELS

Table 2-1 summarizes the attack models produced and validated (Reference 1)
under the DOSAA project. Sections 3 through 7 describe each attack in more detail.

Table 2-1 DOSAA Attack Models

Attack Affected Layer Description

Octopus Application Open as many connections as possible on a
remote host to invoke executables for each
request

ARP Cache Poison Data Link Causes Internet Protocol (IP) address to map to
invalid Ethernet address

TCP SYN Flood (DDoS) | Transport Distributed TCP SYN Flood attack; fills server
pending connection queue

Snork Transport UDP packet used to consume resources by
inducing continuous bounce of packets between
systems

UDP Storm. Transport Exploit services to flood the network

2.2 NETWORK MODEL DEVELOPMENT

For DOSAA, The Johns Hopkins University Applied Physics Laboratory
(JHU/APL) produced a target network model of an existing JHU/APL subnet. This target model
(or a variation) was used to examine the effects of the five attacks. Figure 2-1 depicts the
topology of the JHU/APL subnet model. The subnet (and therefore the model) has 104 nodes:
82 are Windows NT clients, 11 are UNIX, and 11 are printers. Services supported on the
computer systems include email, File Transfer Protocol (FTP), Hypertext Transfer Protocol
(HTTP), Rlogin, and Telnet. Most workstations within the subnet are connected over copper in a
star topology via a Cisco switch. Connected to this configuration is the Information Operations
{IO) Laboratory local area network (LAN). Within the IO Laboratory is a variety of NT, Windows,
and UNIX workstations connected using a hub, as well as a second group of workstations
(behind a Gauntlet firewall) connected via a second hub. The backbone in the IO Laboratory is

a 10-MB Ethernet.



The Cisco switch connects to subnets throughout JHU/APL’s enterprise network
via other Cisco switches. Connected via one of these switches are three servers providing Web,
email, Telnet, and FTP services to the 104-node subnet.

‘ Switch/Router

@ Computer

S~ Subnet
~~.< boundary

Network Model L7

Figure 2-1 JHU/APL Subnet Topology

The OPNET model of the subnet uses a mix of standard OPNET Modeler models,
as well as custom JHU/APL models. The standard node models include OPNET’s generic
switch, generic hub, server node supporting only printer services, and server node supporting
an array of other services (email, Telnet, FTP, and HTTP). The protocol models include OPNET’s
model of IP and a modified version of the TCP model (JHU/APL has added the TCP SYN queue
and connection limitations). The firewall model is also a JHU/APL-generated model that
provides basic packet filtering.



Section 3

OCTOPUS ATTACK

This section contains analysis results for the Octopus attack, a stateful resource
attack (Reference 2) where the attacker consumes resources at a server by requesting many
services and connections in a very short period of time. Stateful resource attack behavior is
driven by very specific parameters: the amount of resource to be consumed, the length of time
the system holds those resources before releasing them, and the rate at which the attacker
consumes resources. For the Octopus attack, these parameters are connection size, connection
timeout, and the rate at which connection requests are received at the host.

3.1 NETWORK CONFIGURATION

The Octopus attack was examined in two network configurations. The first,
shown in Figure 3-1, is derived from the testbed network used to validate the Octopus attack.
The second configuration is the 104-node JHU/APL subnet model described in Subsection 2.2.

ppsd-io-lab-12

i samson
"'"‘i"“"'"“"'"'“ teeeemmp

Figure 3-1 Small Network Configuration



3.2 ANALYSIS PARAMETERS

"~ To examine the Octopus attack, the following observations were made, leading to
the model runs defined in Table-3-1. Octopus functions by exhausting resources required for
providing service. According to TCPdump data obtained when running Octopus against
computers in the IO Laboratory, the victim client continues to successfully connect to the
server under attack. However, instead of conducting a session, the connection is immediately
torn down because no resources are available to spawn a child process. Because connections
eventually time out at the server, the opportunity for a user to obtain service occurs in the
interval between when an Octopus connection times out (thereby releasing some resources)
"~ and the time when the attacker generates another Octopus connection.

Table 3-1 Octopus Analysis Cases

Case | Timeout | Maximum Connections | Attack Start Time Attack End Time
o1 30 500 1000 2200

2 50 500 1000 2200

3 100 500 1000 - 2200

4 300 500 1000 _ 2200

) 500 500 : 1000 3000

6 1000 ‘ 500 '1000 5000

7 300 500 1000 2200

8 300 1000 1000 2200

9 300 1500 1000 2200

The following parameters influence the ability of a user to acquire service while
an Octopus attack is occurring:

a.

Attack Interval — The opportunity for a client to acquire service decreases as
the Octopus attack rate increases.

Connection Timeout — For a fixed-length attack, the shorter the connection
timeout (i.e., the time between when an Octopus connection starts and when
it is closed down), the more windows of opportunity exist for a client to
acquire service. ' '

Number of Supported Connections — At the beginning of an attack, there is a
period of time between when no resources are being used and when alil
resources are used. This time, which is influenced by the number of
supported connections and the rate at which Octopus connections are
generated, is when legitimate users can still access the system. Once this
period is exhausted, and assuming that the attack is continuous, there will
be a period of time before any of the Octopus connections time out. When
timeouts begin, the number of timeouts (which equates-to the number of
opportunities for legitimate service) is equal to the maximum number of
connections.




Using these parameters as a basis, the model runs in Table 3-1 were used to examine Octopus
attack effects.

Two measures of effectiveness (MOEs) are presented for the Octopus attack:
(1) probability of denied service (PDS) and (2) outage time of a legitimate client during an
Octopus attack. PDS and outage time are defined as follows:

PDS = 1 - (number of successful services + number of service attempts)

Outage Time = (duration PDS > threshold) + attack duration

3.3 OCTOPUS ANALYSIS RESULTS

Model results in Figure 3-2 show average PDS (averaged over 30 model runs) for
varying timeout parameters. The model shows a clear dependency between attack effectiveness
and the server timeout setting. Results show that decreasing the server timeout parameter
lowers attack effectiveness. In fact, when the timeout parameter is set to 30 seconds, PDS is O.
It should be noted, however, that a 30-second timeout may have a secondary impact of denying
service to legitimate users. In addition, as will be discussed, the attacker can counter the
~ positive effects of lowering the timeout setting.

Sample Size: 30
Attack Rate: 10 requests/sec
_|Max. Conn.: 500

Average Probability of Denied

D QO O O & O
90 QO NS
N Y @ \Q

Server Timeout (sec)

Figure 3-2 PDS as a Function of Server Timeout (Octopus Attack)

Attack effectiveness also decreases by increasing the total amount of the
resource (i.e., maximum number of connections) at the server. These results are shown in
Figure 3-3. In this case, PDS drops by close to 0.30 by increasing the server’s maximum
number of connections from 500 to 1500. However, there is a limit to the success of this
approach because of the limit on a server’s available resources (e.g., memory). The attacker can



dependency between attack effectiveness and maximum number of connections.

Sample Size: 30
Attack Rate: 10 requests/sec

counter the positive effects of this approach as well. Nevertheless, the model shows a clear
|
|
|
"|Server Timeout: 300s

Average Probability of Denied

500 1000 1500
Server Maximum Number of
Connections

Figure 3-3 Average PDS as a Function of Maximum Number of Connections (Octopus
Attack)

The results also show that the attacker-can easily counter the impact of these
adjustments by stepping up the rate at which resources are requested. Figure 3-4 shows
average PDS as a function of attack rate for attack rates at 10, 20, and 100 requests per
second. At 10 requests per second, PDS is below 0.2. However, as the attack rate increases, so
does PDS, regardless of the 50-second server timeout setting.

1 —|Sample Size: 30

E Max. Conn.: 500

qc, Server Timeout: 300s

=] 0.8 +

[T

(~]

E g 06 {-—--

25

ow04+f--—-—

&
‘ )
b e 0.2 - -

o

>

< 0t g B B
‘ 1 2 10 20 100

_ Attack Rate (requests/sec)

Figure 3-4 Average PDS as a Function of Attack Rate (Octopus Attack)
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Interestingly, PDS results for the small network and 104-node network are not
statistically different. This may suggest that the effectiveness of the Octopus attack is
independent of network configuration, provided the client and attacker have comparable
network resources.

Figures 3-5 and 3-6 provide outage duration results as a function of server
timeout and maximum number of connections. Average PDS for these cases is shown at the
top of both figures. For the cases with high average PDS, deviation in outage duration narrows
between the three thresholds used.

0.9
08 L
07 ;V
06 +—
0.5 £
04
0.3
02 +
0.1 4

Threshold

" [mo.25
——] =05
| 130.75]

1

Outage Duration

R L G e

30 50
Connection Timeout

Figure 3-5 Outage Duration as a Function of Server Timeout (Octopus Attack)

 Pps=0.84 Pps = 0.69 Pps =0.49

im0.25
mo.s
0o.75]

Outage Duration

500 1000
Maximum Number of Connections

Figure 3-6 Outage Duration as a Function of Maximum Number of Connections (Octopus
Attack)




Section 4

ARP CACHE POISON ATTACK

This section provides results for the ARP Cache Poison attack. A system uses the
ARP to map IP addresses to hardware (e.g., Ethernet) addresses. A system maintains a local
table, commonly referred to as an ARP cache, that contains IP address-hardware address pairs.
When a system needs to perform a mapping, it first consults the ARP cache. If the IP address of
interest is contained in the table, the mapping is performed locally. If the IP address is not
contained in the table, an update to the table is necessary. A system updates the table by .
sending out an ARP request. The request is sent as a broadcast and is received by all systems
on the subnet. These systems all update their local tables with the IP address and hardware
address of the requesting system. The system that is using the hardware address in question
replies to the ARP request. The ARP response is sent as a unicast to the requestmg system.
That system then updates its ARP table.

Each entry in an ARP table contains a timer parameter. This value is set to the
number of seconds this entry should remain in the queue. ARP documentation suggests that
these entries will time out, regardless of whether or not the entry is used. However, the
common implementation suggests that each time an entry is used, its timeout value is reset.

ARP cache poisoning works by placing invalid ARP cache entries into a system’s
cache. Because the Ethernet has no packet delivery guarantee, a packet that uses the invalid
Ethernet address is simply lost in the network. ARP caches are updated on the arrival of either
a request or reply and therefore it is possible to poison the cache using either message. In the
ARP attack studied, the attacker poisons the cache of a client by responding to a legitimate
request made by the client. By poisoning the cache of the client with a false server hardware
address, service is denied to that client.

4.1 INITIAL NETWORK CONFIGURATION

The OPNET model shown in Figure 4-1 was used for the initial analysis of the
ARP Cache Poison attack. The network consists of a legitimate client, a legitimate server, and
the attacker. The server provides HTTP service to the client. The attack is designed so that the
attacker responds to ARP requests for the server’s hardware address with a false hardware
address (100). The client will send all information to the false address until either (1) a
legitimate response is received, thereby overwriting the false information or (2) the client’s
cache clears out the entry (at which time, a new attacker/legitimate response race condition
occurs).




¢
H

‘IP:  192,0.0.1
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Figure 4-1 Network Model Used To Test ARP Cache Poison Attack

4.2 ANALYSIS PARAMETERS

For this analysis, one of the main goals was to study the effectiveness of the
attack while varying the delay between when the attacker receives the request and when the
poison response is sent. Other factors that determine the effectiveness of the attack include the
server’s method of updating the ARP cache and the frequency at which the cache is updated
(ARP cache timeout value). For example, Windows NT 4.0 clears an ARP cache entry after
5 minutes without communication to the respective client. For the analysis performed here, the
ARP cache timeout procedure was not varied, but the timeout value itself was varied. Because
the update is dependent on client-server communication, the application request rate also
becomes a factor as well as the ARP request-response network delay. Lastly, to deny service,
the poisoned ARP packet must be received before the legitimate transaction between the client
and server has transpired. The timing effects are shown in Figure 4-2, which depicts a timeline
of legitimate network traffic as well as possible ARP poison attack times.

The following parameters are shown in Figure 4-2:
e Tgrqis the time at which the ARP request is sent from the server
o Tgeis the time at which the ARP response is received by the server

¢ d is the network delay between when an ARP request is sent and when the
response is received by the same node (d = Trs — Trg)

e Py, P, and P; are different points in time that the poisoned ARP response is
received :

e A is the time is takes for a transaction between client and server to complete

10



e [ is the application interarrival time defined by the frequency of application
requests made by the client

Request Response Request Response
(Trq) (Trs) (Tro) (Tks)

7 S N

Time

—» Transaction [

time (A)
Apphcaﬁtmn fequest
interarrival time (I)
—P Legitimate ARP Packets —1 data
- —p ARP Poison Packets - I transfer

Figure 4-2 Timeline of Network Traffic

4.2.1 ' NETWORK DELAY

If the attacker sends packets such that they arrive at time Pi, the response is
too soon (i.e., the ARP hardware address is overwritten by the legitimate one received at time
Trs). If the poisoned packet arrives at time Py, the attacker successfully denies service up until
the transaction is complete. If the poisoned packet arrives at time Ps, the attacker does not
deny service for the intended transaction, but provided the ARP cache entry does not timeout
prior to the next transaction, the victim will be denied this next transaction. Thus, the attacker
denies the client service if P is > Tgrs but occurs before the transaction time is over. The attacker
does not deny service if P < Tgs, a parameter that is defined by the network delay.

4.2.2 CACHE TIMEOUT AND APPLICATION INTERARRIVAL

Assuming a successful poison of the ARP cache of the victim, the victim will be
denied service until the poisoned cache entry is updated by a legitimate ARP packet or dropped

11




b. Number of downloaded objects — The number of Web objects downloaded by
a host as a function of time

4.3 ARP CACHE POISON ANALYSIS RESULTS

For the ARP Cache Poison attack analysis, the simulation was run for 12,000s
and the attack was in place from 1000s to 10,000s. A baseline case (with no attack) was also
run for each scenario (shown with dashed lines in the figures that follow). Only one dashed line
appears because varying the poison delay and varying the ARP cache timeout do not affect the
network when operating under no attack conditions. Results are obtained by averaging the
data over 50 runs. '

As expected, Figure 4-3 shows that attack effectiveness is dependent on the
delay of the ARP cache poison. If the attacker responds immediately to the request (a 0-second
delay), the order of arrival is dependant only on the network delay. As the attacker increases
delay, the probability of the poison packet arriving after the legitimate response increases and
the number of objects received begins to decrease. This is represented by the 0.2- and 0.5-
msec lines (that overlap) and shows the minimum number of packets. However, as the delay
continues to increase, the arrival time between the legitimate and poisoned responses
continues to increase, resulting in more time for the client to send legitimate traffic. For this
reason, the attack becomes less effective (more objects are downloaded).

Figure 4-4 shows that longer ARP cache timeouts (600s and 900s) lower the
effectiveness of the attack (more objects are downloaded by the client). This is because any
valid entries in the ARP cache must timeout before the attacker has a chance to poison the
cache. Therefore, a longer timeout provides a longer period where legitimate connections can
occur. Although the attack is less effective initially, these longer ARP cache timeouts result in
attack effects being observable for a longer time after the attack completes (time > 10,000s).
The results in Figure 4-4 assume a network model where the user is actively using the server
when the attack begins. For this reason, there is a higher likelihood that valid connections will
continue for some time.

Figures 4-5 and 4-6 show PDS for these same two parameters. These plots show
the percent of all connections denied before, during, and after the attack. Figure 4-5 shows
that attacker delay is an important factor in attack effectiveness. For attackers to optimize this
type of attack, they must have knowledge of, or be able to guess, the delay within the network.
Figure 4-6 shows that the ARP cache timeout can also have a significant effect on PDS,
especially after the attack. In particular, the larger timeout values result in significant DoS
after attack packets are no longer being sent.

13
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To observe the effects of changing the network topology, the ARP cache poison
attack model was executed against the 104-node target network model. Data was collected and
averaged over 50 runs for 12,000s of simulation time (where the attack took place between
1000s .and 10,000s). When varying the ARP cache timeout, results were consistent with the
simple network tested. However, network topology did impact attack effectiveness for different
attack delays. Figure 4-7 shows the number of objects downloaded; Figure 4-8 depicts PDS for
different attacker delays.

For the more complex network, the attacker delay was varied from O msec to
1 sec (using 15 values within the range to determine the point at which the attacker becomes
effective). Figure 4-7 shows the total objects downloaded by the client. The attacker is not
effective (i.e., all of the baseline objects are downloaded) for delays between O msec and
0.11 msec. This differs from the smaller network tested where an attacker delay of O sec was
able to decrease the number objects downloaded by nearly 50 percent. Similar to the simple
network, delays greater than 0.5ms result in more objects downloaded (a less effective attack).

PDS results shown in Figure 4-8 also reflect a shift in the minimum effective
attacker delay. For delays less than 0.13ms the probability that some portion of the service is
denied is approximately zero. A 0.13ms delay resulted in PDS greater than 95%. These results
are due to longer network delays in more complex networks than in simple networks. Therefore
the attacker of a complex network must wait longer to send the ARP poison response in order
to assure it is received after the legitimate response (thus overwriting the legitimate response).
Although all delays between 0.13ms and lsec result in some denial of service (PDS > 0), for
both simple and complex network topologies, PDS decreases for the largest delays. In these
cases, the ARP poison response is too late, arriving after the entire service has completed.
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Section 5

TCP SYN FLOOD (DDOS) ATTACK

This section provides analysis results for the TCP SYN Flood DDoS attack. A
DDoS attack uses multiple entities (commonly referred to as zombies) to attack a system.
Because each zombie attacks with all its resources, the aggregate attack effect can be more
severe than an attack from a single host. DOSAA has investigated the TCP SYN flood variation
of the DDoS as implemented in the Stacheldraht DDoS attack.

Like Octopus, the TCP SYN Flood attack is an instance of a stateful resource
attack. Stateful resource attack behavior is driven by very specific parameters: the amount of
resources to be consumed, the length of time the system holds the resources before releasing
them, and the rate at which the attacker consumes resources. For the TCP SYN Flood attack,
this translates into the pending connection queue size, timeout for queue entries, and rate at
which SYN packets are received at the host.

5.1 NETWORK CONFIGURATION

To analyze the performance of the TCP SYN Flood attack, the JHU/APL subnet
model was modified. First, the number of clients was reduced to half, while increasing each
remaining client’s traffic loading (this reduces memory usage in OPNET). Second, a small
attack network was constructed containing the zombie systems. These zombie systems were
based on systems used in the IO Laboratory for validation. The network is shown in Figure 5-1
(the JHU/APL subnet is contained with the Office Network icon).
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Figure 5-1 Network Layout for TCP SYN Flood Attack
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5.2 ANALYSIS PARAMETERS

The TCP SYN Flood attack analysis examines the cases shown in Table 5-1. The
default queue size of 1024 was selected because it is the queue size of current versions of
Solaris (7 and 8). As stated previously, the subnet model was reduced to half the number of
original nodes, while the default HTTP request interarrival time of 240 seconds was halved to
120 seconds to compensate. The attack SYN rate generated for validation was 5000 packets per
second; that is used as a starting point in the analysis. HTTP is the service attacked.

Table 5-1 TCP SYN Flood Attack Analysis Cases

Connection Queue Attack SYN Rate

Case Queue Size Timeout (s) ' {pkps)

1 1024 15 5000

2 4096 15 5000

3 8192 15 5000

4 1024 90 5000

5 1024 180 5000

6 8192 15 10000

The MOEs selected for this analysis are as follows:

a. PDS - The probability that the connection queue is full when a legitimate
packet arrives, causing the legitimate connection to be denied

b. Attack Duration — The amount of time the attack continues beyond the time
the attacker ceases activity '

c. Effect on Other Services — A measure of how other services are affected by
the TCP SYN flood attack

5.3 TCP SYN FLOOD ATTACK ANALYSIS RESULTS

5.3.1 ANALYSIS OVERVIEW

For this attack, PDS = 1 - (number of successful connections + total number of
attempts) (e.g., the sum of the successful connections and the failed connections). In this case,
failed connections occur because the pending connection queue is full when the SYN packet
arrives for a new, legitimate connection. In calculating PDS, attack packets were not included
in the totals. '

Figure 5-2 presents PDS as a function of time for each analysis case (described
in more detail later). In each case, PDS is calculated over a 10-second window and then the
windowed data is averaged over all runs. As shown in the figure, service denials appear to
continue for all cases beyond 700 seconds, when the attack terminates.
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Figure 5-2 Average PDS as a Function of Time (TCP SYN Flood Attack)

Figure 5-3 presents an example of the packets forwarded by the router used by
the attacker. The total rate of packets generated by the zombies exceeds the maximum packet-
forwarding rate of the router. As such, the router’s internal buffer fills with attack packets.
When the attack ceases, the router continues to forward attack packets to the victim. This
results in an extension of attack effects beyond the time it actually ends.

Packets Forwarded (pkts/s)

. Time (s) s

Figure 5-3 Router Packet Forwarding (TCP SYN Flood Attack)
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5.3.2 VARYING THE QUEUE TIMEOUT

As stated previously, TCP SYN Flood attack effects depend on the queue
timeout. The timeout parameter determines how long a pending connection is kept in the
connection queue before being dropped. From a user’s perspective, a shorter timeout means
that resources are released more frequently and therefore more opportunities exist to gain
service. This analysis examines three different timeout values: 15s, 90s, and 180s. Table 5-2
summarizes PDS for the three timeout values before, during, and after the attack.

Table 5-2 Average PDS as a Function of Queue Timeout (TCP SYN Flood Attack)

PDS
Timeout (sec) Before During After
15 0 0.88 0.16
90 0 0.98 0.25
180 0 0.99 0.52

As expected, there is no DoS before the attack begins. Once the attack begins,
the PDS increases as the timeout increases. Because a longer timeout means that resources
are held by the attacker for a longer period of time, this'is expected. Finally, there is a
continuation of DoS after the attack has completed, and the longer timeout cases show an
increased PDS over the 300-second window following the attack. Because the longer timeout
cases hold resources longer into the post-attack period, a higher PDS occurs.

Longer timeout values. also affect the duration of attack effects. Table 5-3
compares the length of the attack’s impact as a function of timeout. Table 5-3 shows the time
(in seconds) to a 10-second window when no DoS occurs. In the 15-second case, the duration
of the attack lasts 70 seconds beyond the attack’s completion. In this case, attack packets,
queued at the router after the attack has ended, continue to create DoS effects beyond the
attack’s completion. For the 90- and 180-second cases, queuing at the router still occurs, but
completes in the same 70-second timeframe. Thus, the attack duration is not extended beyond
the 90- and 180-second periods.

Table 5-3 Attack Duration as a Function of Queue Timeout (TCP SYN Flood Attack)

Timeout (sec) PDS Duration
15 70
90 90
180 180

Varying the queue timeout had no effect on services other than HTTP (e.g., the
FTP service present on the other servers). That is, attack effects for these cases are isolated to
the HTTP service under attack. As will be discussed, this is not always the case.
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5.3.3 VARYING THE QUEUE SIZE

Three different queue values were selected for this portion of the assessment:
1024 (representative of the queue size in several versions of Solaris), 4096, and 8192. Table 5-4
shows PDS values for the three queue cases. PDS decreases as the queue size increases during
and after the attack. As the queue size increases, two things happen: (1) the attacker must
work harder to maintain a full queue and (2) the number of opportunities for the legitimate
user to use the system increases.

Table 5-4 Average PDS as a Function of Queue Size (TCP SYN Flood Attack)

PDS
Queue Size Before During After
1024 0.00 0.88 0.16
4096 0.00 0.74 0.11
8192 0.00 0.52 0.07

The modification of queue size causes no noticeable effect on the duration of the
attack, unlike the effect seen when the timeout parameter is varied. However, it does affect the
FTP service running on a server not under attack but existing on the same subnet. Figure 5-4

displays the FTP service time, as measured at the server.
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Figure 5-4 FTP Service Time as a Function of Queue Size (TCP SYN Flood Attack)
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To explain the increase shown in Figure 5-4, Figure 5-5 presents example data
for the packets forwarded as a function of time for the local router node and shows an increase
in packet flows for the larger TCP queue. This is because of the increased traffic that occurs
with lower PDS and the increase in traffic because of the increased number of SYN-ACK
packets (a larger queue means more pending connections). This suggests more traffic on the
network causing larger delays resulting in longer service times. Therefore, while this mitigation
technique will reduce the effectiveness of the attack, it also has an impact on the larger
network infrastructure.
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Figure 5-5 Router Packet Forwarding (TCP SYN Flood Attack)

5.3.4 VARYING SYN RATE

The final analysis for the TCP SYN Flood attack examines the impact of
increasing the attack rate by directly injecting SYN packets at a rate of 5000 packets per
second into the switch used by the two servers. This additional input, combined with the
existing attack, results in a total of 10,000 packets per second. Table 5-5 summarizes PDS
values for the original 5000-packets-per-second rate and the 10,000-packets-per-second case.
The queue size for both cases is 8192. As expected, the attacker is able to substantially
increase PDS by sending more packets.

23



Table 5-5 Comparison of Average PDS as a Function of Attack Rate (TCP SYN Flood

Attack)
Aggregate SYN Rate PDS .
(packets per second) Before During After
‘ . 5000 0 0.52 0.07
10,000 0 0.98 0.07
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6.2 SNORK ANALYSIS RESULTS

Figure 6-1 presents sample results for one of the hosts in the subnet. As
expected, the required download time increases during the attack but remains relatively
unchanged during periods when the attack is not active. As the delay between the attack
packets increases, the delay in downloading packets decreases. Although these effects are
measurable, they are minor considering the timeframes involved. (The maximum difference is
less than 1%.) However, the loading on the system in question prior to the attack is less than
0.5%. It is not surprising that these requests are not significantly affected by the Snork attack
because they require minor CPU resources.
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Figure 6-1 Average Download Delay (Snork Attack)

To further analyze Snork, the sizes of Web page objects were increased by a
factor of 100 to determine Snork attack effects on a more heavily loaded system. The increased
packet sizes resulted in a CPU load of approximately 15%. Figure 6-2 compares the average
download time before, during, and after the Snork attack. As expected, there is very little
difference between the times before and after the attack, but the delay increases during the
attack. The greatest increase is observed when the attacker transmits packets at the quickest
rate. Note that the increase in delay is greater, in terms of the percentage of the base value, for
the more heavily loaded system (i.e., Figure 6-1 compared with Figure 6-2).
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Figure 6-2 Average Download Delay for Larger Web Objects (Snork Attack)

As a final analysis, the client HTTP request generation rate was increased by
changing the mean interarrival time from 60 seconds to 10 seconds, resulting in a CPU load of
approximately 80%. The Snork attacker was configured to generate attack packets every
0.8 second. Under these conditions, the average delay before and after the attack is
approximately 1.25 seconds, while during the attack it is 1.44 seconds, an increase of 15%.

This analysis suggests that because the CPU resource can be shared (i.e., the
multi-tasking capabilities of the system allow multiple processes to operate at the same time),
an attacker cannot deny service by using resources. However, the quality of service can be
degraded: the amount of degradation, depending on the existing use of that resource and how
much the attacker consumes.
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Section 7

UDP STORM ATTACK

This section provides results from the analysis of a UDP Storm attack. The UDP
Storm attack consumes network resources in an effort to deny or degrade the performance of
the target network. To do this, the attacker generates a packet that is sent to a host running a
service that will respond to the packet (e.g., echo). The service responds to the supposed source
of the packet, which the attacker has spoofed to be echo process of another host on the
network. When this packet is received by the spoofed host’s process, it responds to the first
host. This creates a continuous stream of packets between the two nodes. The attacker can
then consume more resources if the attacker generates additional packets, thereby inducing
more streams of data (either between an existing set of hosts or between different host pairs).

7.1 NETWORK CONFIGURATION

, The UDP Storm attack was studied using the 104-node network shown in Figure
7-1. All hosts are connected to the LAN by a switch. In addition, the subnet was modified to
place more stress on the network (similar to the increase in CPU loading for the Snork
analysis). Specifically, traffic throughout the network was increased, and the switch processing
speed and queue size were decreased.

7.2 ANALYSIS PARAMETERS

As stated, UDP Flood opérates by creating a continuous stream of packets
between two host systems with a goal of denying service by overwhelming network resources.
Three potential resources could be overwhelmed:

a. Data communications link between individual hosts and the switch

b. Hosts involved in the flooding

c. Network switch
Given a 100-Mbps switched LAN topology (used in the 104-node network) and a maximum
packet size of 1500 bytes, a host would be required to forward 8333 packets per second to fully
use the data link. Because the hosts used in the model only forward a maximum of 5000

packets per second, the configuration used in the model will not permit the data link to be
exhausted.!

1 This will be examined in a DDoS architecture during the next year of this project.
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Figure 7-1 Network Used for UDP Storm Attack

The second option is to create sufficient packets between two hosts to cause a
backlog of packets between the two nodes. If the attacker could induce an exchange in excess
of 5000 packets per second, a backup of packets within a host or set of hosts could occur. In
addition, given finite buffering in each host, packets sent by the host could be lost. In this case,
if the switch has sufficient capacity, other clients on the network would not be affected.

The third option explored in this study is to use multiple connection pairs to
overwhelm the switch, thereby causing degradation across the network. In this case, the goal is
to overwhelm the switch’s capability to switch packets across the network by using multiple
pairings. This would result in dropped packets at the switch and delays for all hosts on the
network. To determine how network parameters influence the effectiveness of the attack, three
parameters are varied:

a. Number of host pairs attacked
b. Switch queue size in kilobits
c. Speed of the switch in kilopackets per se/cond (kpps)

The parameter values for each model run are shown in Table 7-1.
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Table 7-1 UDP Storm Attack Analysis Cases

Switch Speed Switch Queue
Case No. of Pairs | - (kpps) Size (kb)
1 0 10 120
2 2 10 120
3 4 10 120
4 8 10 120
5 10 10 120
6 10 10 150
7 10 10 200
8 10 10 500
9 10 20 : 120

In all cases, the attacker continued to generate a new UDP Storm packet every
5 seconds during the attack period (500 to 1000 seconds). This is to ensure that any packets
dropped by the switch would be replaced and that the system was nominally under attack
conditions.

7.3 | UDP STORM ANALYSIS RESULTS

_ The primary data collected from the model is the observed data throughput at
two clients within the subnet. One of these clients is actively participating in the attack and is
referred to as the active client. The second is a system attached to the switch but is not directly
subject to the UDP Storm attack. This system is referred to as the passive client. Figure 7-2
presents the data throughput for various combinations of attack pairings and for a baseline
case when no attacks were present.

Figure 7-2 shows that both the active and passive clients’ throughput decreases

. while under attack but significant changes do not occur as the number of pairings increase.

Because the attacker is constantly generating new attack packets, the network is operating at
capacity, regardless of how many attacker pairs are present in the system.

Figure 7-3 shows the impact of changing the queue size on the attack. Because
the attacker is continuously transmitting additional attack packets, the queue is filling to
capacity in each case. The addition of queue resources does not significantly change the
performance of the system.

Figure 7-4 summarizes model results as a function of switch speed. As the
speed of the switch is increased, the throughput of the active and passive clients increases. The
faster switch compensates for the network load imposed by UDP Storm.
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In addition to average data throughput, model output data was also processed to
determine if service was denied at any point. Model data indicates that while service was
degraded by the UDP Storm attack, no services were denied. Specifically, no instances of
connection failure (e.g., due to dropped packets) were observed.

32




Section 8

CONCLUSIONS AND OBSERVATIONS

DOSAA work has shown that modeling and simulation can be used to quantify
DoS attacks, mitigation techniques, and the attacker’s ability to adapt. The following
observations are made regarding this analysis:

a.

Attacks do fall into attack classes. One class characterized in this analysis is
the stateful resource attack of which ‘Octopus and TCP SYN Flood are
members. This analysis has revealed that these attacks are driven by very
specific parameters: the amount of resource to be consumed, the length of
time the system holds the resources before releasing them, and the rate at
which the attacker consumes resources. Also, all things being considered
equal between the client and attacker, the effectiveness of these attacks is
independent of network configuration.

Some attacks are highly dependent on the victim network’s topology. In the
ARP Cache Poison attack, PDS varied greatly between the two networks
examined. Because this attack is based on a race condition, network delay
(and hence topology) drives attack effectiveness. '

It may be more difficult for the attacker to deny service when resources are
shared. In the Snork and UDP Storm attacks, the CPU resource and
channel, respectively, are shared, and no DoS was observed in this analysis.
However, the quality of service can be degraded: the amount of degradation,
depending on the existing use of that resource and how much the attacker
consumes.

Attacks require varying degree of work to execute. In this analysis, the ARP
Cache Poison and Snork attacks take one packet to execute, Octopus and
TCP SYN Flood attacks require hundreds of packets, and UDP Storm takes
thousands of packets to achieve the desired effect.
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